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Outline

 Introduction

 Reasoning with limited (imprecise) data
* Underlying approach: T-FRI

: Extended approaches:

« Adaptive T-FRI
 Backward T-FRI
* Higher-order T-FRI
* Dynamic T-FRI
* Weighted T-FRI

* Example applications:

« Computer network security
* Mammogram mass analysis

e (Conclusion

T-FRI: Transformation-based fuzzy rule interpolation
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Potential of Al

« Estimated $15.7 trillion impact on global economy
by 2030

» Performing tasks that once thought only humans

could do

o Simple forms: scheduling meetings, ordering meals, answering questions
about the weather

o Advanced forms: building self-driving cars, diagnosing medical
conditions, bringing kids to schools

 Top trends for Al and Al-related development
Natural language communication between human and machines
Strengthening and disruption of cybersecurity

Integration of Al algorithms with quantum computation
Governance on Al ethical principles and ethical data collection
Diversification of Al models to build culturally sensitive Al systems
Demystification of complex algorithms: Explainable Al

O O O O O O
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Where Powerful Al May Collapse

» Al, especially deep learning is effective when working

ChatGPT

SEER DALL-E2

 Deep learning becomes difficult when required o
explain its outcomes
o Forimprecisely described problems, in particular.
Al stops working when facing novel problems with little

training data
o For generative Al and big data driven techniques.
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Fuzzy Inference Systems
(Dense Rule Bases)

Rule base
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Fuzzy Rule Interpolation
(Sparse Rule Bases)

® |f 3 given observation does not (partially) match any rule,
conventional fuzzy inference does not work

m (Classical “tomato classification” problem:
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Transformation-Based Fuzzy Rule Interpolation
(T-FRI)

Closest rule
selection

Red =2 Yes

Green 2 No

Intermediate
inference rule

Scale & move
transformation
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Construction of Intermediate Rule

Representative value:
>x1 Rep(4;) = Centre of gravity

Relative placement factor:

ANA
dl d2

Rep(A11) Rep(Ar2)) Rep(Ais) X1 Rule: If x1is A’12, then x2 is A’

<:> O: X11s A12
C: X2 1s A»

Azz

1(x2)

Rep(Azl) Rep(Azz )
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Scale and Move Transformations

Scale Transformation Move Transformation
scale rate: s / \ move rate: m
r(x) L(x1)

A1z A 12 b %
>X1

—=A1 Rep(Au )

L(x1) ’
A1
Rep(A12
Similarity -based>
U Transformation

h(x2)

A2
- Rep(Azz’)

H(x2)
A »
7 X2 = A2 Rep(Azz )
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Adaptive T-FRI

* Problem: Inconsistent interpolated results due to rule
sparseness and error propagation
* Solution: Rectification using symbolic AI: ATMS and GDE

.
Modified (Interpolator m
Components L J . Justifications

Beliefs

[Modifier} [ ATMS J

Candidates

Contradiction
GDE

Dependencies

ATMS: Assumption-based truth maintenance system

GDE: General diagnostic engine
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Backward T-FRI

* Problem: Missing antecedent values in observations
* Solution: Reverse inference using known antecedent and
consequent values

Forward-FRI Backward-FRI

* * * *

fT FRI((A1 E z’ A ) (R ))' A fB FR](( 19 ' ,A; 1»Az+1>'"aAM)>(Ria”'»Rt))
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Higher-Order T-FRI

* Problem: Incapability of handling more than one form of
uncertainty

* Solution: Harnessing additional uncertain information in
rules/observations with rough-fuzzy sets

LA A
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Dynamic T-FRI (D-FRI)

* Problem: Ineffective and/or inefficient interpolated results
due to use of static rule base

* Solution: Learning from interpolated results with
clustering (e.g., via evolutionary computation)

Modified /
' - D-FRI Learner
Dynamic Sparse Fuzzy Rule Base
New
l l l Rules
Observation No Closest Pool of

Compositional Closest

= Rule of - Rule Fuzzy Rule

Inference Selection

Interpolation

Overlapping Rules Interpolated

l l Rules
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Weighted T-FRI (W-T-FRI)

Problem: Unrealistic/
counter-intuitive J

knowledge

Reverse Engineering

representation with all
antecedents assumed Artificial Decision Table

of equal significance |

Feature Evaluation for
Ranking Attributes

L

Weight-integrated T-FRI

Selection of n Closest

/ Rules

A 4

Construction of

Solution: Learning
attribute weights from
given sparse rules only
via reverse engineering
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Weights

Intermediate Rule

A 4

\ Scale and Move

Transformation

l
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Temperature Outlook Humidity = Wind Decision

Hot Sunny Humid Windy Swimming

. . . Hot Sunny Humid Not Windy| Swimming

Reverse Engineering: Turing Rul st sumy Nomal Windy | Swimming

Hot Sunny Normal Not Windy| Swimming

. 4 ] ] Hot Cloudy Humid Windy Swimming

* |dentifying all possible antecedent variables and ot  Cloudy Humid Not Windy| Swimming

their Value domains Hot Cloudy Normal Windy Swimming

i . .. . . Hot Cloudy Normal Not Windy| Swimming
* Expanding any rule with missing variables into a g Rain  Humid Windy |Weight lifting
rule set s.t. each missing variable in every expandé{{iﬂ: gafn ;‘umidl N‘;jVWéndy xe?g*;z ifg?ng
. . o ain orma indy eight lifting
rule takes one of its possible fuzzy values Hot Rain  Normal Not Windy|Weight lifting
Mild Rain Humid Windy |Weight lifting
Example sparse rule base: Ar Mild Rain Humid Not Windy|Weight lifting
—— Mild Rain  Normal Windy |Weight lifting
1. If Temperature is Hot and Qutlook is Sunny, then Temp ¢ Mild Rain Normal Not Windy |Weight lifting
Swim ming. Cool Rain Humid Windy |Weight lifting
2. If Temperature is Hot and Outlook is Cloudy. then H Cool Rain ~ Humid Not Windy|Weight lifting
Swimming. Cool Rain  Normal Windy |Weight lifting
3. If Outlook is Rain, then Weight lifting. _< H C?Ol Rain Norm_a'l Het _Windy Wefght 1?&?ng
4. If Temperature is Mild and Wind is Windy, then il ﬁiij zzzg ;{srr::::l gizg g::i: Egiii
Weight lifting. Mild  Cloudy Humid Windy |Weight lifting
5. If Temperature is Mild and Wind is Not Windy, then _H Mild Closdy |Notmal| "Winds: |WeishElifing
Volleyball. Mild Rain Humid  Windy |Weight lifting
Mild Rain  Normal Windy |Weight lifting

Mild Sunny Humid Not Windy| Volleyball

Mild Sunny Normal Not Windy| Volleyball

Mild Cloudy Humid Not Windy| Volleyball

Mild Cloudy Normal Not Windy| Volleyball

o AIBD2023 Mild Rain Humid Not Windy | Volleypall

Mild Rain Normal Not Windy| Volleyball




Weight Generation via Feature Ranking

Ranking through variable

evaluation Ranking
Features

Evaluation methods often g
embedded in feature selection Feature set

Generation

Feature selection methods: N Goodness of

the subset

* Information gain-based

: . N
* Relief-F metric-based /\
* Laplacian score-based No Stopping Yes

criterion > Validation
* Rough set-based \/

 Correlation-based
e Consistency-based
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Implementation of W-T-FRI

* Weight-guided selection of closest rules

e = i \/Zg 1 )d(AP A*)) T
- \/E?;l(l—wt)z \/Ej=1 (1 — w;)d(4%, A7)’
—Weights <

Selection of 7 Closest
Rules

* Weighted parameters for intermediate rule construction

- m R m

,'i L ; " ) ,7: Py L " -

wh =Y Wiwl, o= Wi, S
j=1 j=1

* Weighted transformation
m m
S, = Z Wisa,, m, = Z Wima,
j=1 j=1

e Empirically, only two closest rules required in Weighted T-FRI
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Construction of
Intermediate Rule

Scale and Move
Transformation
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Application: Computer Network Security

« Task: Protecting networked information system

resources, by:

o Preserving authorised restrictions on access to, and disclosure of, information
o Guarding against unauthorised alternation to, or destruction of, information
o Ensuring fimely and reliable authorised access to, and use of, information

 Approach: Using intelligent systems to
detect/prevent/recover from security attack (that
compromises information security)

« Challenge: Knowledge being imprecise and sparse,
and requirements changing over time
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Network Intrusion Detection

e D-FRI-Snort: Enhances Snort with D-FR]

« Snort (open source IDS): collects and monitors network
traffic data and generates attack alerts

Intrusion
Detection

System
Fuzzy Sparse
‘ » Rule Base
Network .
Traffic Inference Engine

If Observation If Observation

Matches with Does Not

Existing Rules Match with
‘ Existing Rules

Fuzzy Inference System

Dynamic
Fuzzy Rule
Interpolation
(D-FRI)

Attack Alert with
Level of Attack
(Sensitivity of Attack)
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* Snort vs D-FRI-Snort alert outputs

Performance of D-FRI-Snort

Obs. Input Output - Attack Alert

No. ATP | NPS | NPR | Snort PSA D-FRI-Snort PSA
1 17.78 | 283 | 1167 no alert very low attack alert
2 11.21 | 605 | 1764 no alert low attack alert
3 8.03 | 1105 | 2506 no alert medium attack alert
4 6.57 | 1317 | 3068 no alert high attack alert
D 5.28 | 1642 | 3657 no alert very high attack alert

® AIBD2023

ATP: Average time between received packets

NPS: Number of packets sent
NPR: Number of packets received
PSA: Port scan attack
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Strengthening Results with Dynamic Learning

Accuracy with
D-FRI-5nort
dynamic rule
promotion

€%dvi €%dvt €%ivt

D-FRI-Snort alert outputs after
dynamic rule promotion

AVG 240 1.31 2.56
SD  2.72 1.32 2.68

® AIBD2023

Obs. Input Attack Alert
No. | ATP | NPS | NPR | D-FRI-Snort PSA
1 | 6.95 | 1267 | 2385 | high attack alert
2 h.23 | 643 | 1875 low attack alert
3 | 4.61 | 996 | 3010 | high attack alert
4 7.91 | 1005 | 2805 | medium attack alert

D 15.64 | 310 | 2266 low attack alert

o]




Application: Mammogram Mass Analysis

» Mammogram: Image obtained by mammography

» Mass: Group of cells clustered together more densely compared
to surrounding tissues

» Benign/Malignant mass
 Combination of Shape, Margins and Density
--> Benign/Malignant

» Challenge: Insufficient coverage of problem space

Region of
Interest (ROI)
o

Keyrildinen, Jani, et al. "Phase-contrast X-ray imaging
of breast." Acta radiologica 51.8 (2010): 866-884.
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Mammogram Mass Classification

ROI Extraction Mass Shape, Feature Ranking for
and Mass Margin, Density | —» | Feature Selection and
Segmentation Feature Extraction Weighting

Mammographic Images

Observed Mass Feature

Mass Classification

Compositional
Rule of Inference

Match Any Rule?

A

Selected Mass
RUIe Base _ Feature Set

b Induction
Benign or ———— p
Malignant Mass eighted Selection o

n Closest Rules

v

Construction of Intermediate Rule
with Weighted Components

T-FRI Guided by
L Feature Weights
in All Key Steps

A

A 4

Scale and Move Transformation
with Weighted Factors

v

( Interpolated Consequent >

Feature Weights

A
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Classification Performance

» Use of entire rule set learned from BCDR-D01/BCDR-FO1 (10x10 CV)

BCDR-DO01
Schemes  Accuracy (%) Sensitivity (%) Specificity (%) AUC
CRI 83.44 78.57 86.59 -
T-FRI 01.22 87.85 03.41 0.9607
W-T-FRI 91.65 88.93 93.41 0.9614
BCDR-FO01
Schemes  Accuracy (%) Sensitivity (%) Specificity (%)  AUC
CRI 83.73 81.30 86.27 -
T-FRI 84.28 82.14 86.49 0.9019
W-T-FRI 84.28 82.14 86.49 0.9023

» State-of-the-art (explainable): AUC = 0.9650 / 0.8940 for BCDR-D0O1 / BCDR-FO1 *

* D.C. Moura et.al “An evaluation of image descriptors combined with clinical data for breast cancer diagnosis."
International journal of computer assisted radiology and surgery 8.4 (2013): 561-574.
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Classification Performance (Cont’d)

» Use of sparser rule bases (10x10 CV)

Sparser Rule Base 1 (30% removed)

Schemes  Accuracy (%) Sensitivity (%)  Specificity (%) AUC
_ CRI 53.43 44.04 59.60 -
8 T-FRI 83.71 78.57 87.06 0.8918
~ W-T-FRI 86.07 81.55 89.02 0.9010
- Sparser Rule Base 2 (70% removed)
=~ Schemes  Accuracy (%) Sensitivity (%) Specificity (%) AUC
CRI 23.44 12.95 30.29 -
T-FRI TT7.67 74.55 79.70 0.8589
W-T-FRI 81.75 79.02 83.53 0.8784
Sparser Rule Base 1 (30% removed)
Schemes  Accuracy (%) Sensitivity (%)  Specificity (%) AUC
CRI 38.42 29.41 47.99 -
é T-FRI 73.47 71.22 75.89 0.7948
~ W-T-FRI 75.09 73.95 76.34 0.8238
= Sparser Rule Base 2 (70% removed)
A ~ Schemes  Accuracy (%) Semnsitivity (%)  Specificity (%) AUC
CRI 16.33 12.60 20.24 -
T-FRI 62.60 63.30 61.91 0.6833
W-T-FRI 66.33 68.06 64.58 0.7040
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Classification Performance (Cont’d)

ROC Curves for T-FRI Using Different Rule Bases on B
1 T : r r
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Conclusion

« Al can still work with limited (and imprecise) data

©)

©)

Al =\= Deep learning
T-FRI offers a potentially powerful approach for explainable Al

» Further extensions/improvements/alternatives

([ ]
OOOOOOOOOOOOO

Closed form T-FRI of mathematical rigour

T-FRI with different distance functions

Weighted FRI for non transformation-based approaches
TSK/ANFIS model-based FRI

Integration of FRI and compositional rule of inference
Applications: counter-terrorism, image super-resolution

Nn-going and future work

Vector form T-FRI of mathematical rigour

D-FRI with dynamic rule-pruning using FRI

T-FRI with different aggregation functions

FRI over a group of observations

Theoretical analysis of empirically revealed FRI properties
More real-world applications

® AIBD2023
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Thank you!

Questions?
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